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Abstract

Being able to refine a mesh without compromising the memory bandwidth is a powerful tool that might be explored with the new Tessellator part of the graphics pipeline. In this paper we provide a detailed implementation of two local subdivision algorithms - PN-Triangles and Phong Tessellation - using the new Tessellator pipeline. Moreover, a explicit quality and performance comparison between both algorithms is made. Our results showed that Phong Tessellation has a considerable performance gain in comparison with PN-Triangles when implemented in the current Tessellation hardware. However, the visual quality of PN-Triangles algorithm is visually smoother.
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1 Introduction

The subdivision surfaces area is a field that gained attention since 1978 when E. Catmull e J. Clark proposed one of the best works in the area[Catmull and Clark 1978]. Basicaly, each surface that is going to be subdivided has an original mesh, called control mesh or control cage. After the subdivision of the surface the new vertices are moved according to a series of rules that varies according to the subdivision surface algorithm. The surface that is generated (called limit surface) has the same topology of the control mesh.

Although subdivision surfaces algorithms are the standard geometric representation for off-line rendering, until the beginning of the 90s, they didn’t got much attention from the real-time rendering industry, specially the games industry. This is due to the fact that computers at the time didn’t have enough processing power and the proposed algorithms have a high computational cost. However, in the end of the 90s, with the launch of new 3D video cards, consumers started to have their PC capabilities increased. With this increasing capability it also came an increased contrast among the setups of consumer machines. A game in powerful machines could have high quality textures and models with a good amount of polygons. But in machines that were less capable the number of polygons should be low. The possibility to create a low-poly model, animate it and at the end of the construction having an animated model with any level-of-detail (“LOD”) would be a great help and relieve for the artists and the assets pipeline. Subdivision surfaces algorithms could offer that.

Despite of the modeling softwares allowing the use of subdivision surfaces algorithms it was not practical to insert in a game a single model with many LOD levels in order to attend a huge part of the consumers PCs setups. The media size were limited and also the hard drive space of the users. The ideal solution would be the generation of these LOD levels at execution time. Also, the 3D video cards started to have a great processing capacity and they were relieving the use of the CPU for other tasks. Nevertheless, the 3D video cards had their architecture towards parallelism, in other words, all the vertices manipulation is done in parallel. This factor headed against the existent subdivision surfaces algorithms, all of them were based in the adjacency information of the vertices. In 2001, Vlachos[Vlachos et al. 2001] proposed a purely local subdivision surface algorithm called PN-Triangles. The idea was to implement this algorithm in the video card hardware and the game producers would be able to pass a low-poly model that would be refined by the card. This solution was implemented, but, it was specific of a single graphics card vendor and it wasn’t much used because the industry was focused in attend the majority of users and video cards.

In 2008, Boubekeur[Boubekeur and Alexa 2008] proposed another subdivision surface algorithm, named Phong Tessellation, it is also a good candidate for hardware implementation because it is also purely local.

Despite the major advances in the real-time rendering field, the problem with low-poly models still exists until today. An example of this is the game MAFIA released in August,2010. Although per-pixel lightning does a good job hiding the low polygon model at the parts inside the models, at the silhouette the user is able to see sharp edges(Figure 1). One of the goals of the new Tessellator pipeline[Drone et al. 2010] and the new graphics APIs(DirectX11 and OpenGL4) is the solution of this problem.

In this work, we propose to implement both algorithms in the GPU and analyse their quality and performance. Both algorithms are purely local, interpolatives and they need few hardware instructions to evaluate the surface, thus they are appropriate for the implementation in the new Tessellator pipeline and also are strong candidates to become an industry standard in a near future. To the best of our knowledge, there is not a previous work that explicitly compares the GPU implementation, performance and quality of both algorithms (PN-Triangles and Phong Tessellation).

2 Related Work

Many techniques were developed for generating subdivision surfaces, but many are still inefficient to be implemented in 3D game engines. This is due to the fact that the majority of the techniques requires information from the neighborhood of a vertex to apply the subdivision. Implementing this kind of algorithm in hardware requires a bigger effort, it can’t be done in a single pass and the evaluation of the surface is very costly. Boubekeur[Boubekeur et al. 2005] extended the PN-Triangles technique placing three scalar values in each triangle vertex, in that way it is able to create a procedural displacement map that enhances the detail quality of the
These factors indicate the amount of subdivision that the Tessellator will use for a base change. For example, the Input Assembler may receive 4 control points per primitive and the Hull Shader may derive an output of 16 control points per primitive in order to do a more detailed subdivision. This serves as a basis for the Tessellator to generate vertices according to the tessellation factors transferred by the Hull Shader. According to the selected domain(triangles, quads or lines) it creates vertices and passes its normalized parametric coordinates UV/UVW to the Domain Shader. With those coordinates the Domain Shader knows where the vertices were created and it may move them to where its necessary.

The tessellation factors for the edges and for the interior of the domain varies in the range $[1...64]$. The Tessellator supports integers and fractional tessellating methods. The integer method, as the name suggests, creates vertices only with integers values in the specified range. This kind method may result in popping on the meshes, in other words, the meshes may give a clear impression that they are being modified in execution time. To solve this issue, the Tessellator also provides the fractional method, in this method the vertices are created in a continuous way with a smooth visual transition (see geomorphing [Hoppe 1996]). In this way the popping effect is greatly reduced.

Another important characteristic of the Tessellator is the possibility to attribute distinct values for each edge and for the interior of the domain. This guarantees the flexibility of two neighbor primitives having different tessellation factors without having discontinuities in the mesh.

3.3 Domain Shader

In this stage occurs the evaluation of the tesselated domain. The Domain Shader may be seen as a Vertex Shader after the tessellation. Each invocation of this stage corresponds to a vertex generated in normalized space in the interval $[0..1]$ and it is Domain Shader task to positionate the generated vertices in the world space. It’s good to remember that what the Tessellator does is only subdivide a domain for each patch that is pushed into the pipeline, it is the programmer task to use the coordinates UV/UVW and to positionate the vertices based on the control cage of a model example.

If the Geometry Shader is not enabled, it is Domain Shader task to put the vertices in screen space for the Pixel Shader.

4 Algorithms Review

This section will present a brief review of both algorithms; for detailed explanation please refer to [Valdetaro et al. 2010]. Figure 2 represents all the available stages in the new video cards.

3.1 Hull Shader

After the Vertex Shader, the Hull Shader is invoked for each primitive transferred. In the Hull Shader it must be declared how many control points will be output by this stage, the Hull Shader will be invoked based in the amount of control points declared. This serves basically as a base change. For example, the Input Assembler may receive 4 control points per primitive and the Hull Shader may declare an output of 16 control points per primitive in order to do a basis change from a quad to a Bézier Bi-Cubic. Another task of the Hull Shader is to compute and output to the Tessellator the tessellation factors for each edge and also for the interior of the primitive. These factors indicates the amount of subdivision that the Tessellator must subdivide each primitive. It must also be declared in the Hull Shader which subdivision domain that the Tessellator will use (quads, triangles or lines).

3.2 Tessellator

The Tessellator is not a programmable part of the pipeline, it is only configurable. Its duty is to generate vertices according to the tessellation factors transferred by the Hull Shader. According to the selected domain(triangles, quads or lines) it creates vertices and passes its normalized parametric coordinates UV/UVW to the Domain Shader. With those coordinates the Domain Shader knows where the vertices were created and it may move them to where it’s necessary.

The tessellation factors for the edges and for the interior of the domain varies in the range $[1...64]$. The Tessellator supports integers and fractional tessellating methods. The integer method, as the name suggests, creates vertices only with integers values in the specified range. This kind method may result in popping on the meshes, in other words, the meshes may give a clear impression that they are being modified in execution time. To solve this issue, the Tessellator also provides the fractional method, in this method the vertices are created in a continuous way with a smooth visual transition (see geomorphing [Hoppe 1996]). In this way the popping effect is greatly reduced.

Another important characteristic of the Tessellator is the possibility to attribute distinct values for each edge and for the interior of the domain. This guarantees the flexibility of two neighbor primitives having different tessellation factors without having discontinuities in the mesh.

4.1 PN-Triangles

The main characteristic of the algorithm is the construction of a cubic patch using the information of the vertices of a triangle. The patch $b$ is defined according to the equation 1.

$$
b : \mathbb{R}^3 \rightarrow \mathbb{R}^3, \quad \text{for } w = 1 - u - v; \quad u, v, w \geq 0$$

$$b(u, v) = \sum_{i+j+k=3} b_{ijk} \frac{3!}{i!j!k!} u^i v^j w^k,$$

$$= b_{000}u^3 + b_{010}u^2v + b_{001}u^2w + b_{011}uv^2 + b_{101}uw^2 + b_{110}u^2w + b_{100}uwv$$

$$+ b_{111}uvw.$$  

$$ (1)$$

The normals may be defined in two different ways: a simple linear interpolation or a quadratic function $n$ evaluated according to equation 2.
To capture the inflexions a coefficient in the middle of each edge shows.

The problem of each vertex of an edge is calculated and reflected in the plane perpendicular to the edge.

Figure 3 and 4 shows the control points \(b_{ijk}\) and \(n_{ijk}\) related to each patch.

\[
n: \mathbb{R}^2 \to \mathbb{R}^3, \text{ for } w = 1 - u - v; \ u, v, w \geq 0
\]

\[
n(u, v) = \sum_{i+j+k=2} n_{ijk} u^i v^j w^k,
\]

\[
= n_{110} u^2 + n_{101} v^2 + n_{010} v^2 + n_{110} w + n_{101} w + n_{01} w^2.
\]

(2)

Figures 3 and 4 shows the control points \(b_{ijk}\) and \(n_{ijk}\) related to each patch.

\[
p: \mathbb{R}^2 \to \mathbb{R}^3, \text{ for } w = 1 - u - v; \ u, v, w \in [0, 1]
\]

\[
p(u, v) = (u, v, w)(p_1, p_2, p_3)^T
\]

(3)

The linear interpolation of the normals that occurs between the Do- main Shader and the Pixel Shader is realized in the same way. The result just needs to be normalized in the Pixel Shader, this process is largely used in the Phong Shading. Equation 4 represents this process.

\[
n'(u, v) = (u, v, w)(n_1, n_2, n_3)^T,
\]

\[
n(u, v) = n' / \|n'\|
\]

(4)

Around each vertex the tangent plane defined by the normal of the vertex points indicates how the geometry should behave locally. The algorithm projects a vertex \(v_i\) in the tangent plane defined by its normal \(n_i\) and does a baricentric interpolation with the information of the other two vertices of the triangle to define the geometry around the neighborhood of \(v_i\). The geometry related to the other two vertices of the triangle \(v_j\) and \(v_k\) is defined in the same way.

The evaluation of the points generated for each triangle may be simplified by the following process:

1. Do the tessellation linearly
2. Project each tessellated vertex orthogonally in the three tan- gent plans defined by the normals of the triangle
3. Do the baricentric interpolation of the projected points. This is the final position of the vertex.

Figure 6 show the process described above. The algorithm has few ALU operations, it is necessary only three projection and two linear interpolations to achieve the final position of a vertex.

Let \(\pi_i(q) = q - ((q - p_i)^T n_i)n_i\) be the orthogonal projection of \(q\) in the plane defined by \(p_i\) e \(n_i\). Then Phong Tessellation may be defined as:
5 GPU Implementation

For GPU implementation, both algorithms don’t need any pre-processing step or adaptation by the artists. Thus, any mesh that was created in the past is able to be used without additional work. The only requirement is that it must be a triangle mesh. For quad meshes PN-Triangles analogous please refer to [Peters 2008]. The Phong Tessellation may also be easily adapted for quad meshes.

5.1 PN-Triangles

The PN-Triangles implementation fits well in the new Tessellator pipeline. Basically, we have to calculate the control points of the geometry and normal fields in the Hull Shader and evaluate the surface in the Domain Shader.

The Vertex Shader just repasses the information to the Hull Shader, it will receive the data for each vertex(Position, Normal and Tex-Coords) and will send to the Hull Shader. Due to space purpose the Vertex Shader code will be omitted in this paper. Of course that, if there are any animation to be made to the mesh it should be done by the Vertex Shader.

The Hull Shader will receive the Vertex Shader output and it will be executed once per primitive. The patch coefficients for the geometry and the normals should be calculated according to proceedings explained in the previous section. Also, the Hull Shader must output for the Tessellator the tessellation factors for each edge and for the interior of the domain.

Please refer to code listing 1 for the entire Hull Shader code.

With the calculated control points and the new vertices generated by the Tessellator, the Domain Shader evaluates the surface according to equations 1 and 2. Also, as there is no use of the Geometry Shader, the Domain Shader must output the vertices to screen space for rasterization. The texture coordinates are linearly interpolated. Please refer to code listing 2 for the entire Domain Shader code.

The Pixel Shader does a basic per-pixel lightning Phong Shading and, for this paper, it will be omitted.

5.2 Phong Tessellation

Just like PN-Triangles, the Phong Tessellation algorithm doesn’t require any changes in the assets pipeline to use it. Models that weren’t done with Phong Tessellation in mind may be used without problems. However, in case that the subdivision doesn’t visually satisfy the author suggests a control factor α per vertex of the model, in such case the artists would had to do a big re-work and the algorithm would be less practical. The objective here is to analyse the raw algorithm, without any need of artistic intervention.

Phong Tessellation also fits well in the new Tessellator pipeline. Basically all the work will be done by the Domain Shader. The Vertex Shader, just like PN-Triangles, will just pass forward the data given by the Input Assembler. As there is no explicitly patch created by the algorithm, thus the Hull Shader just needs to output the Tessellation factor to the Tessellator. Please refer to code listing 3 for the entire Hull Shader code.

In the Domain Shader we will first create an auxiliary function that defines a orthogonal projection in a plan. The function receives the normal of the plane to project, a point in the plane, the point to be projected and it returns the point projected. Then we must follow the steps described in the previous section. First a barycentric linear interpolation in the triangle plane. three orthogonal projections using the auxiliar function described above and then another linear interpolation based in the projections to find the final vertex position. The normals and the texture coordinates follows a linear interpolation also. Please refer to code listing 4 for the auxiliary projection function and the listing 5 for the entire Domain Shader.

6 Results

In this section we are going to analyse the algorithms both in terms of image quality and performance.

6.1 Quality

All the figures in this section were taken without any anti-aliasing correction or image post-effect. Also, a per-pixel lightning pixel shader with Phong Shading was used to light the models presented. Both algorithms were compared with the same tessellation factors for the edges and the interior of a primitive. However, we used both quadratic patch and linear interpolation for normals in the PN-Triangles algorithm. For the Phong Tessellation algorithm we did a linear interpolation of the normals.

Although both algorithms have only guaranteed C0 continuity, Figure 9 - using PN-triangles - shows a much more smooth continuity when compared do Figure 8 - using Phong Tessellation and also to the original mesh(Figure 7).

Figures 10 and 11 shows some difference between the quality of shadows generated by the lightning. The red circles shows more sharp shadows in the figure with linear interpolation of the normals and in the case of quadratic normals a more smooth shadow may be noticed. The green circles shows a characteristic case of an inflection point of the triangles normals. The cloth in the green circle seems to be slightly wrinkled in the quadratic normals case. However, in the linear interpolation case, this wrinkle is not taken into account.

Figures 14 and 13 shows clearly the better smooth of the PN-Triangles algorithm when compared to the Phong Tessellation and to the original mesh(Figure 12). Because this tiger model doesn’t have much curvature, the linear interpolation didn’t have any major loss when compared to the quadratic interpolation of the normals. A really minor deviation might be seen in the red circles of Figures 15 and 16.

Once again, looking at Figures 17, 18 and 19 we may see that the triangles created by Phong Tessellation present a less smooth continuity when compared to PN-Triangles algorithm. However, due to the fact that this is an organic model, the deformation made by Phong Tessellation provided a visually good result.

6.2 Performance

The PC setup that held the tests was an Intel Core2Quad Q6600 with 4GB of RAM and a RadeonHD 8450 video card. We tested a scene with many models of the same type(Tiger or Person) without the utilization of geometry instancing. We avoided to place a single model with a high tessellation factor to prevent an overload in the rasterizer due to the creation of micropolygons[Fatahalian 2010]. The lightning was also turned off to avoid a pixel shader overload.
and quality analysis of both algorithms on modern GPUs poses a powerful tool for developers to choose which algorithm to use in a specific situation.

Based on the Figures and the results presented in the previous section, it is noticed that the Phong Tessellation has a considerable performance gain when compared against the PN-Triangles algorithm (40% gain in average). However, Figures 8 and 9 shows a much better quality of the PN-Triangles method. Moreover, in some cases (Figure 11) the quadratic interpolation showed better results.

For games or very dynamic applications where the user won’t be able to pay attention to minor details the Phong Tessellation algorithm might be a great option, specially for silhouette refinement, where a minor increase of the tessellation factor at the silhouette would solve cases like Figure 1. But for applications or games that require a better visual quality the PN-Triangles algorithm should be considered because of its high subdivision quality. One might even consider an option of using Phong Tessellation for a lower end game configuration and PN-Triangles for a higher game setting.
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### Table 1: FPS of the Person mesh using both algorithms

<table>
<thead>
<tr>
<th>Person - Number of triangles (million)</th>
<th>Phong Tessellation (FPS)</th>
<th>PN-Triangles (FPS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.103</td>
<td>82</td>
<td>54</td>
</tr>
<tr>
<td>0.616</td>
<td>65</td>
<td>43</td>
</tr>
<tr>
<td>1.33</td>
<td>51</td>
<td>33</td>
</tr>
<tr>
<td>2.46</td>
<td>31</td>
<td>20</td>
</tr>
<tr>
<td>3.80</td>
<td>22</td>
<td>14</td>
</tr>
<tr>
<td>5.54</td>
<td>16</td>
<td>10</td>
</tr>
<tr>
<td>7.49</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>9.85</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>12.40</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>15.40</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>18.60</td>
<td>6</td>
<td>3</td>
</tr>
</tbody>
</table>

### Table 2: Percentage and Absolute gain of Phong Tessellation under PN-Triangles for person mesh

<table>
<thead>
<tr>
<th>Person - Number of triangles (million)</th>
<th>Gain (%)</th>
<th>Gain (FPS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.103</td>
<td>51.85%</td>
<td>28</td>
</tr>
<tr>
<td>0.616</td>
<td>51.16%</td>
<td>22</td>
</tr>
<tr>
<td>1.33</td>
<td>54.55%</td>
<td>18</td>
</tr>
<tr>
<td>2.46</td>
<td>55.00%</td>
<td>11</td>
</tr>
<tr>
<td>3.80</td>
<td>57.14%</td>
<td>8</td>
</tr>
<tr>
<td>5.54</td>
<td>60.00%</td>
<td>6</td>
</tr>
<tr>
<td>7.49</td>
<td>50.00%</td>
<td>4</td>
</tr>
<tr>
<td>9.85</td>
<td>50.00%</td>
<td>3</td>
</tr>
<tr>
<td>12.40</td>
<td>60.00%</td>
<td>3</td>
</tr>
<tr>
<td>15.40</td>
<td>75.00%</td>
<td>3</td>
</tr>
<tr>
<td>18.60</td>
<td>100.00%</td>
<td>3</td>
</tr>
</tbody>
</table>

### Table 3: FPS of the Tiger mesh using both algorithms

<table>
<thead>
<tr>
<th>Tiger - Number of triangles (million)</th>
<th>Phong Tessellation (FPS)</th>
<th>PN-Triangles (FPS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.036</td>
<td>135</td>
<td>107</td>
</tr>
<tr>
<td>0.47</td>
<td>101</td>
<td>74</td>
</tr>
<tr>
<td>0.87</td>
<td>72</td>
<td>50</td>
</tr>
<tr>
<td>1.30</td>
<td>53</td>
<td>37</td>
</tr>
<tr>
<td>2.00</td>
<td>42</td>
<td>28</td>
</tr>
<tr>
<td>2.60</td>
<td>32</td>
<td>22</td>
</tr>
<tr>
<td>3.50</td>
<td>26</td>
<td>17</td>
</tr>
<tr>
<td>4.40</td>
<td>22</td>
<td>14</td>
</tr>
<tr>
<td>5.40</td>
<td>18</td>
<td>11</td>
</tr>
<tr>
<td>6.50</td>
<td>15</td>
<td>9</td>
</tr>
<tr>
<td>7.80</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>9.1</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>11.0</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>12.0</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>14.0</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>16.0</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

### Table 4: Percentage and Absolute gain of Phong Tessellation under PN-Triangles for tiger mesh

<table>
<thead>
<tr>
<th>Tiger - Number of triangles (million)</th>
<th>Gain (%)</th>
<th>Gain (FPS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.036</td>
<td>26.17%</td>
<td>28</td>
</tr>
<tr>
<td>0.47</td>
<td>36.39%</td>
<td>27</td>
</tr>
<tr>
<td>0.87</td>
<td>44.00%</td>
<td>22</td>
</tr>
<tr>
<td>1.30</td>
<td>43.24%</td>
<td>16</td>
</tr>
<tr>
<td>2.00</td>
<td>50.00%</td>
<td>14</td>
</tr>
<tr>
<td>2.60</td>
<td>45.45%</td>
<td>10</td>
</tr>
<tr>
<td>3.50</td>
<td>52.94%</td>
<td>9</td>
</tr>
<tr>
<td>4.40</td>
<td>57.14%</td>
<td>8</td>
</tr>
<tr>
<td>5.40</td>
<td>63.64%</td>
<td>7</td>
</tr>
<tr>
<td>6.50</td>
<td>66.67%</td>
<td>6</td>
</tr>
<tr>
<td>7.80</td>
<td>50.00%</td>
<td>4</td>
</tr>
<tr>
<td>9.1</td>
<td>57.14%</td>
<td>4</td>
</tr>
<tr>
<td>11.0</td>
<td>50.00%</td>
<td>3</td>
</tr>
<tr>
<td>12.0</td>
<td>60.00%</td>
<td>3</td>
</tr>
<tr>
<td>14.0</td>
<td>75.00%</td>
<td>3</td>
</tr>
<tr>
<td>16.0</td>
<td>50.00%</td>
<td>2</td>
</tr>
</tbody>
</table>

7 Conclusion and Future Works

This paper presented a detailed GPU implementation of two practical algorithms for Real-Time model refinement. The performance
Figure 7: Original model without any subdivision

Figure 8: Model using the Phong Tessellation algorithm

Figure 9: Model using the PN-Triangles algorithm

Figure 10: PN-Triangles with linearly interpolated normals

Figure 11: PN-Triangles with quadratic normals interpolation

Figure 12: Original model without any subdivision
Figure 20: Phong Tessellation vs PN-Triangles - Person mesh

Figure 21: Phong Tessellation vs PN-Triangles - Tiger mesh

Figure 13: Model using the Phong Tessellation algorithm

Figure 14: Model using the PN-Triangles algorithm
Figure 15: PN-Triangles with linearly interpolated normals

Figure 16: PN-Triangles with quadratic normals interpolation

Figure 17: Original model without any subdivision

Figure 18: Model using the Phong Tessellation algorithm

Figure 19: Model using the PN-Triangles algorithm
Listing 1: PN-Triangles Hull Shader

```c
struct HS_Input {
    float3 Position : POSITION;
    float3 Normal : NORMAL;
    float2 TexCoord : TEXCOORD;
};

struct HS_ConstantOutput {
    float fInsideTessFactor : SV_InsideTessFactor;
    float3 B003 : POSITION1;
    float3 B012 : POSITION2;
    float3 B021 : POSITION3;
    float3 B030 : POSITION4;
    float3 B102 : POSITION6;
    float3 B120 : POSITION7;
    float3 B201 : POSITION8;
    float3 B210 : CENTER;
    float3 N002 : NORMAL1;
    float3 N011 : NORMAL2;
    float3 N101 : NORMAL3;
    float3 N110 : NORMAL4;
    float3 N200 : NORMAL5;
};

HS_ConstantOutput HS_Constant( InputPatch <HS_Input,3> input )
{
    HS_ConstantOutput output = ( HS_ConstantOutput ) 0;
    // Tessellation factors
    // Control points of positions and normals
    /of the corners are the same of the triangle
    float3 B003 = input[0].Position;
    float3 B012 = input[1].Position;
    float3 B021 = input[2].Position;
    float3 B030 = input[3].Position;
    float3 B102 = input[4].Position;
    float3 B120 = input[5].Position;
    float3 B201 = input[6].Position;
    float3 B210 = CENTER;
    // Calculate the control points for the geometry
    float3 B210 = (2.0f*B003)+B030−(dot((B003−B030),N002)+N020))/3.0f;
    float3 B201 = (2.0f*B003)+B300−(dot((B003−B300),N020)+N020))/3.0f;
    float3 B120 = (2.0f*B012)+B300−(dot((B012−B300),N020)+N020))/3.0f;
    float3 B102 = (2.0f*B021)+B030−(dot((B021−B030),N020)+N020))/3.0f;
    float3 B030 = (2.0f*B030)+B300−(dot((B030−B300),N020)+N020))/3.0f;
    // Central control point
    float3 V = (B030+B030+B300)/3.0f;
    float3 B111 = normalize((V31−E)+(dot(PlaneNormal,E−V31)));
    // Calculate points for the normal field
    float V12 = 2.0f*dot(B030−B030,N002+2*N020)−dot(B030−B030,B030−B030);
    float V13 = 2.0f*dot(B030−B030,N020+2*N002)−dot(B030−B030,B030−B030);
    float V23 = 2.0f*dot(B030−B030,N002+2*N020)−dot(B030−B030,B030−B030);
    // Inside
    output.N011 = normalize(N020+N002−(B030−B300));
    output.N101 = normalize(N020+N020−(B300−B030));
    output.N110 = normalize(N002+N020−(B300−B030));
    output.N200 = normalize(E−V31);
    return output;
}
```

Listing 2: PN-Triangles Domain Shader

```c
struct DS_Output {
    float4 Position : SV_Position;
    float2 TexCoord : TEXCOORD0;
    float3 Normal : NORMAL0;
};

DS_Output DS( HS_ConstantOutput HSC, const OutputPatch <HS_ConstantOutput, 3> input )
{
    DS_Output output = ( DS_Output ) 0;
    // Evaluate Normal
    float3 Normal = input[0].Normal + input[1].Normal + input[2].Normal;
    // Normalize
    output.Normal = normalize(Normal);
    // Linearly interpolate texcoords
    output.TexCoord = input[0].TexCoord + input[1].TexCoord + input[2].TexCoord;
    // Send to screen space
    output.Position = mul(output.Position.xyz, 1.0f), g_ViewProjection);
    return output;
}
```

Listing 3: Phong Tessellation Hull Shader

```c
HS_CONSTANT_DATA_OUTPUT BezierConstantHS ( InputPatch <VS_CONTROL_POINT_OUTPUT, INPUT_PATCH_SIZE> ip, uint PatchID : SV_PrimitiveID )
{
    HS_CONSTANT_DATA_OUTPUT Output;
    return Output;
}
```

Listing 4: Auxiliary function for orthogonal projection

```c
float3 projIntoPlane( float3 planeNormal, float3 planePoint, float3 pointToProject )
{ float3 res;
    res = pointToProject − dot(pointToProject−planePoint, planeNormal) * planeNormal;
    return res;
}
```

Listing 5: Phong Tessellation Domain Shader
struct DS_OUTPUT
{
  float4 vPosition : SV_POSITION;
  float3 vNormal : NORMAL;
  float2 vTexCoord : TEXCOORD0;
};

[domain(“tri”)]
DS_OUTPUT Bezier(HS_CONSTANT_DATA_OUTPUT input,
  float3 UV : SV_DomainLocation,
  const OutputPatch<HS_OUTPUT, OUTPUT_PATCH_SIZE> patch )
{
  DS_OUTPUT Output;

  // Linear interpolation of the triangle
  float3 p = UV.x*patch[0].vPosition +
    UV.y*patch[1].vPosition +
    UV.z*patch[2].vPosition;

  // Three orthogonal projection in the tangent plans
  float3 pProjU = projIntoPlane( patch[0].vNormal , patch[0].vPosition , p);
  float3 pProjV = projIntoPlane( patch[1].vNormal , patch[1].vPosition , p);
  float3 pProjW = projIntoPlane( patch[2].vNormal , patch[2].vPosition , p);

  // Another interpolation to find the final position
  float3 pNovo = UV.x*pProjU + UV.y*pProjV + UV.z*pProjW;

  // Screen Space output for the rasterizer
  Output.vPosition = mul( float4(pNovo,1), g_mViewProjection );

  // Linearly interpolated Normals
  Output.vNormal = normalize(UV.x*patch[0].vNormal +
    UV.y*patch[1].vNormal +
    UV.z*patch[2].vNormal);

  // Linearly interpolated texture coordinates
  Output.vTexCoord = UV.x*patch[0].vTexCoord +
    UV.y*patch[1].vTexCoord +
    UV.z*patch[2].vTexCoord;

  return Output;
}

References


