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Abstract


With the increasing popularity and accessibility of high-quality Virtual Reality (VR) systems, concerns have been raised about the propensity of VR to induce balance loss. Balance is essential for safe use of VR experience and its loss can result in severe injury. This project is set to create a system able to measure the impact of VR in the human balance system. In this work, we design and conduct an experiment making use of the Oculus Rift VR headset and MS Kinect Sensor. In this experiment, we are able to visualize, quantify, and compare the effect of different VR scenes on the balance of the experiment subjects as well as the effect of visual and auditory warnings of balance loss.
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Resumo


Com o aumento da popularidade e acessibilidade de sistemas de realidade virtual (RV) de alta qualidade, tem-se levantado preocupações com relação a tendência dos sistemas de realidade virtual em provocar perda de equilíbrio. O equilíbrio é essencial para o uso seguro da realidade virtual e a perda do mesmo pode causar lesões graves. O objetivo deste trabalho é criar um sistema para avaliar o impacto da realidade virtual no equilíbrio humano. Neste trabalho, propomos e conduzimos um experimento usando o Oculus Rift e o MS Kinect Sensor. Nesse experimento, foi possível observar, quantificar e comparar o efeito de diferentes cenas de RV no equilíbrio dos usuários, bem como o efeito de avisos visuais e sonoros sobre perda de equilíbrio.
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1 Introduction

Up to a few years ago, Virtual Reality (VR), as an emerging technology seemed to be far from mainstream adoption, mostly due to the high cost of VR gear. However, with the launch of more affordable and easy-to-use devices, such as the Oculus Rift [https://www.oculus.com/rift/], HTC Vive [https://www.vive.com/] or Samsung’s mobile gear VR [http://www.samsung.com/global/galaxy/gear-vr/], the use of VR is rapidly gaining popularity among consumers. In 2016, 1.43 million units were sold, and sales are estimated to exceed 6 million by the end of 2017. (Statista, 2017).

Balance is a complex skill composed of three subsystems that work together to keep us aware of our surroundings and give us the ability to react to current conditions and prepare for future changes. These subsystems are the proprioceptive system, the vestibular system, and vision. The proprioceptive system is composed by series of receptors in our muscles, skin, tendons that provide an innate sense of self-awareness and gives us a notion of the location of our body parts. The vestibular system provides Sensory information about motion, equilibrium, and spatial orientation provided by the vestibular apparatus located in each ear. Particularly, vision greatly influences our perception of gravity and is our main information cue to prepare for changes.

Immersive VR completely changes our visual perception of the surrounding environment and this can, and most of the time does, provide information contradictory to that which we perceive through the other subsystems involved in balance, like the proprioceptive system and the vestibular system, producing discomfort, motion sickness, and loss of balance (Vestibular Disorders Association, 2016).

This problem must be addressed if VR is to become as ubiquitous as mobile technology. This is especially true for the growing use of VR in areas other than entertainment, like rehabilitation (Carrozzi & Lacquaniti, 1998) (Rizzo, Schultheis, Kerns, & Mateer, 2004) (Rizzo, Albert; Kim, Gerard Jounghyun, 2005) and

In this work, we study the problem of fall risk during VR interaction. In order to do this, we present a methodology and the necessary tools to quantify the influence of VR on the user’s balance and assess the user’s fall risk during VR interaction. By means of an experiment making use of an Oculus Rift and a MS Kinect Sensor, we observe, quantify and compare the effect of different VR scenes on the balance of the users, as well as the effect of visual and auditory warnings of balance loss. This information can serve as a knowledge base for future works aimed at tackling this important issue.

1.1 Methodology

To address the aforementioned problem, we created a tool able to measure the balance of users during interaction with VR systems. In order to do this, we researched about balance and how the human body achieves it from a physical and physiological standpoint. The literature suggests using the speed and location of the center of mass (CoM) within the user’s support area as good measure of user balance.

To calculate the center of mass and the support area, we revised current literature searching for an algorithm that could calculate the user’s CoM without requiring expensive equipment or a calibration process. We implemented a kinematic method capable of calculating a user’s CoM with the body tracking data obtained from the Microsoft Kinect SDK as presented in (Lafond, Duarte, & Prince, 2004). This algorithm relies on anthropometric data to calculate the location of the CoM of different limbs and then calculates the CoM as a weighted average. Fall risk was calculated based on the distance of the projection of the CoM onto the supporting plane, to the closest edge of the user’s support area.

We then used these tools to create a warning that could help the users maintain their balance during their interaction with VR. We created two types of warnings: visual and an auditory. Auditory feedback was based on the hypothesis that it would act as a biofeedback reinforcing the sense of balance. The visual feedback was based on the hypothesis that diminishing the visual information would make the
balance system rely more on other sensory information that was not being affected by VR. The auditory warning consisted of a three-dimensional (3D) sound that indicated the direction in which the user was falling. The visual warning was a red tinting of the environment whenever the user was at fall risk.

To test the tools developed, we designed and conducted different experiments in which we explored the influence of different VR environments on the user’s balance. We recorded the users while walking on a set of wooden plates laid on the floor of the test area in a specific order back and forth without the use of a VR headset and with the use of Oculus Rift VR headset in two VR environments. One VR environment similar to the testing area, this environment contained 3D models of the wooden plates on which the users walked on. Another VR environment had the wooden plates were represented by tall wooden pillars over a dangerous rocky sea. We then compared user’s balance states in the different situations with and without fall risk warnings.

This was achieved by recording the time series of the trajectory of the user’s CoM denoising the CoM trajectories using the Ramer–Douglas–Peucker algorithm (Hershberger & Snoeyink, 1994) and comparing the trajectories. To compare the CoM trajectory of the users in the different environments, we implemented a shape comparison algorithm based on the turning function of the CoM’s trajectory. We also compared the user’s average speed and time of completion of the experiment.

1.2 Dissertation Structure

This dissertation is structured as follows. Chapter 2 presents the basic concepts of this work and summarizes the related work. Chapter 3 covers the proposed solution and its technical aspects. Chapter 4 presents the testing methodology of our experiments. Chapter 5 presents the results along with the corresponding statistical analysis and discusses different hypothesis about the meaning of the results. Finally, Chapter 6 contains the conclusions and proposes future works.
2 Background

This chapter provides an overview of the main concepts related to this dissertation. In section 2.1.1 we cover concepts related to human balance. Section 2.2 covers topics related to the center of gravity/center of mass. Section 2.3 covers related work such as the center of mass calculation and previous studies of visual induced motion sickness and fall risk in virtual reality interaction.

2.1 Balance

Balance is the ability to maintain the body’s center of mass over its base of support. (Shumway-Cook & Woollacott, 2000). Balance is achieved by the joint effort of three subsystems working together to keep us aware of our surroundings. They give us the ability to react to current conditions and prepare for future changes preventing us from falling. These subsystems are a proprioceptive system, vestibular system, and vision (Vestibular Disorders Association, 2016).

2.1.1. Proprioceptive system, Vestibular apparatus, and Visual system

The proprioceptive system gathers information from the skin, muscles, and joints, and involves sensory receptors that are sensitive to stretch or pressure in the surrounding tissues to achieve spatial awareness of our own body, this means, we are subconsciously aware of the location of every limb relative to our body.

Sensory information about motion, equilibrium, and spatial orientation are provided by the vestibular apparatus, which in each ear includes the utricle, saccule, and three semicircular canals. The utricle and saccule detect gravity (information in a vertical orientation) and linear movement. The semicircular canals, which detect rotational movement, are located at right angles to each other and are filled with a fluid called endolymph. When the head rotates in the direction sensed by a particular canal, the endolymphatic fluid within it lags behind because of inertia.
and exerts pressure against the canal’s sensory receptor. The receptor then sends impulses to the brain about the movement from the specific canal that is stimulated. When the vestibular organs on both sides of the head are functioning properly, they send symmetrical impulses to the brain. (Impulses originating from the right side are consistent with impulses originating from the left side) (Vestibular Disorders Association, 2016).

Particularly, vision greatly influences our perception of gravity and is our main information cue to prepare for changes. These complex interlacing feedback mechanisms can be disrupted when our brain receives visual information contradictory to the information received from the other subsystems.

Immersive VR completely changes our visual perception of the surrounding environment and this can, and most of the time does, provide information contradictory to that which we perceive through the other subsystems involved in balance producing discomfort, sickness, and loss of balance.

2.1.2. Physics of human balance

We know from physics that objects and users under the force of gravity will not fall as long as its center of mass (CoM) remains inside its support area. In physics, the center of mass of a distribution of mass in space is the unique point where the weighted relative position of the distributed mass sums to zero or the point where if a force is applied causes it to move in the direction of the force without rotation (Wikimedia Foundation, Inc., 2012). The normal force acts on the user’s support area perpendicular to the floor, the gravity force acts down on the user’s body. These forces will cancel out as long as the user's CoM remains inside the support area. In order to maintain static equilibrium, the user's CoM must remain inside of its support region. The support region is the convex hull of the user's feet. (Bretl & Lall, 2008). An example can be seen in Figure 1 obtained from (Barrentine, 2017). There are many known good methods to calculate the user's CoM. In (Lafond, Duarte, & Prince, 2004) a comparison of such methods is presented and the kinematic method is the most commonly used in balance studies. Further description of this algorithm proposed by (Winter, Patle, Prince, Ishac, & Gielo-Perczak, 1998) will be discussed in the following chapters.
2.2 Center of Mass

The center of mass (CoM) is the unique point at the center of a distribution of mass in space that has the property that the weighted position vectors relative to this point sum zero. In analogy to statistics, the center of mass is the mean location of a distribution of mass in space (Wikimedia Foundation, Inc., 2012).

2.2.1. Importance of CoM in balance

This physical imaginary point, the center of mass of the human body, represents a relevant gait analysis variable. We can summarize the whole-body movement and the translational vector for the momentum of the body mass. The three-dimensional (3D) trajectory of the CoM is the most representative moving point in order to analyze its motion in various conditions of human locomotion.

The knowledge of the exact position of the CoM of an object or a body is very important to establish the stability of the system (Winter, David A., 2009). Stability is “the capacity of an object to return to equilibrium or to its original position after being displaced” (McGinnis, 2013). The stability of an object is affected by “the height of the centre of mass, the size of the base of support and the weight of the object” (Richards, 2008). It’s clear that the location of the CoM and the support area of the users are key factors in determining their stability or the lack of it, fall risk.


2.3 Related Work

2.3.1. CoM Calculation

Due to the importance of the estimation of the CoM for the study of human biomechanics, many studies have been done in this area. The literature presents different methods to obtain the CoM. Some studies propose the use of force platforms (Lafond, Duarte, & Prince, 2004). The CoM oscillates between the center of pressure exerted by our feet while walking or standing. Its projection can be calculated by means of a low pass filter on the pressure points obtained with a force plate. Other works suggest the use of pressure plates (force plates) and cameras such as the MS Kinect (González, Hayashibe, Bonnet, & Fraisse, 2014). In this work, they present a method that calculates a statistically equivalent serial chain (SESC) obtaining a subject specific estimation of the CoM. This allowed an average error of $26.6 \pm 6.0$ mm compared to an average error of $118.4 \pm 50.0$ mm for the estimation of the subjects CoM with an anthropometric model based CoM estimation described by (Winter, David A., 2009). This came at the cost of using a force platform (force plates) having the subject stand on top of the force platform and hold 40 static postures, (González, Hayashibe, Bonnet, & Fraisse, 2014) each lasting 5 s. For our purposes of quantifying the influence of VR on the user’s balance and creating fall risk warning, the average error of $118.4 \pm 50.0$ mm was sufficient, and we also wanted to present a methodology that could evolve into a non-intrusive solution. The requirement of a force plate and a preparation phase was incompatible with our objectives. This prevented the use of this method. The literature presents methods that estimate only the displacement of the CoM in the vertical and horizontal axis using accelerometers (Eriksson, Sturm, Halvorsen, & Gullstrand, 2011). This information is relevant for various clinical studies yet less useful for our objectives. After analyzing the available methods, we concluded that the method that best meets our needs and restrictions is the kinematic method as suggested by (Lafond, Duarte, & Prince, 2004) and presented in (Winter, Patle, Prince, Ishac, & Gielo-Perczak, 1998).
2.3.2. Balance and visual induced motion sickness studies in VR

The literature shows that many studies have been conducted regarding fall risk analysis, especially on the elderly and physically impaired. This is due to the high economic and humanitarian cost of accidents involving these groups. Despite having a great volume of studies on fall risk, we managed to find just a few regarding fall risk during the use of Virtual Reality. In (Chiarovano, et al., 2015) a study is conducted on the influence of a VR three-dimensional visual scene and a VR three-dimensional field of dots moving in one particular trajectory on the balance of test subjects. The balance score was calculated through the use of a Wii Balance Board (WBB). The WBB is capable of measuring the center of pressure. Under no other external forces other than the force of gravity, the center of pressure (CoP) is the projection of the center of mass on the support surface. The study used CoP measurements gathered with the WBB, these were standardized by calculation of a score measured (in %). For each CoP measurement, a value between 0 and 1 was calculated according to the formula: \( v_i = 1 - \left( \frac{d_i}{D} \right) \) where \( d_i \) is the distance from the CoP measurement to the center (upright) position, and \( D \) is the distance from the subject’s limit of stability to the center position. The value of \( v_i \) for a CoP measurement placed on the center was 1; for a CoP measurement placed on the limit of stability \( v_i \) was 0; and for a CoP measurement placed at 3/4 of the distance to the limit of stability \( v_i \) was 0.25. An average of these values over the whole time-series was calculated to give the balance score. This is an intuitive measure that we will use and further discuss in future chapters. The virtual environment used in (Chiarovano, et al., 2015) was a version of the “Oculus Tuscany Demo” developed by FenixFire[http://fenixfire.com/] and Oculus VR shown in Figure 2 modified to rotate around pitch, roll or yaw axes unpredictably by a sum-of-sines pseudorandom waveform.
In the research conducted by Robert et.al (Robert, Ballaz, & Lemay, 2016) static and dynamic balance was measured recording CoP displacements using a force plate (AMTI, Watertown, MA) embedded in the floor with a sampling frequency of 1000 Hz. The maximum and the mean velocity of CoP displacements along the anteroposterior (A/P) and medial-lateral (M/L) axes, as well as the total CoP path length, was compared during the test subject’s interaction with the virtual environment. The virtual environment was a reproduction of the gait laboratory created through 3D filming, which allowed a full 360° photography and its recreation. In it, the virtual and the physical environments were essentially indistinguishable according to the authors, unfortunately, no images of the scenario were published. Results showed that in an environment with photo realistic condition there was no significant difference in the observed variables between the virtual and real testing environment.

Other related work presented experiments that were performed with the use of 3D Cave projectors and polarized lenses presenting the test subjects with visual-vestibulosomatosensory conflicting information (Nishiike, et al., 2013). Most recent work presented in (Soffel, Zank, & Kunz, 2016) analyses postural stability in VR using the HTC Vive. Postural stability was measured through body sway using the tracking system provided by the HTC Vive. This was done while the user was immersed in a simple VR scene providing only a skybox and a visual fixation point for the user to look at.
Our work’s goal is different from the goals of the aforementioned studies. For that reason, a different methodology was conceived to answer questions that are related to such previous studies. This study allowed us to borrow interesting ideas such as the balance score proposed by (Chiarovano, et al., 2015) and using the mean velocity of CoP presented in (Robert, Ballaz, & Lemay, 2016) to measure the impact of the VR scenes on the user’s balance. The next chapter, chapter 3, covers the usage and implementation of previously cited algorithms in our experiments. A statistical analysis of the user speed during the experiments is also presented and discussed in sections 5.1 and 5.2 respectively.
To achieve our goals, this work was separated into phases. The first phase required recording the necessary data to calculate the user’s balance state, detect falls and estimate fall risk. The second phase consists of the development of loss-of-balance inducing VR experiences. In the final phase, we conducted a series of comparison experiments to see the effect of the different VR environments on the user’s equilibrium. We also studied the effect of warnings alerting the user of fall risk during interaction with VR environments. The following subsections will describe each of these phases.

### 3.1 Balance state calculation and CoM calculation

During the experiments positions and orientations of the user’s limbs and torso was obtained using the MS Kinect SDK. To assess fall risk, we needed to calculate the projection of the user’s CoM inside the user’s support area. The distance from the CoM's projection (CoP) to the center of the support area and its distance to the edge of the support area were used as a measure of fall risk. As proposed by (Chiarovano, et al., 2015) the formula: $v_i = 1 - \left( \frac{d_i}{D} \right)$ was used, where $d_i$ is the distance from the CoP measurement to the center (upright) position, and $D$ is the distance from the subject’s limit of stability (edge of the support area) to the center position (see Figure 3 and Figure 4).
The calculation of the support area is a hard problem. The MS Kinect SDK provides the position of the ankle joint and the tip of the foot. The correct tracking of the tip of the foot was inconsistent from user to user. The position of the heel is not tracked by the SDK. Because of these limitations, we recurred to anthropometric data in order to estimate the user’s foot length. We recurred to anthropometric data presented in (Contini & Sypniewski, 1972) which established
proportions between height and foot dimensions such as length and width (see Figure 5). Using this estimation, the support area was calculated as the trapezoid defined by the tip and heel of each foot.

Figure 5 Body segment lengths expressed as a percentage of height (Contini & Sypniewski, 1972)

Current estimations of the user’s CoM were obtained using the kinematic method. This algorithm is presented in (Winter, Patle, Prince, Ishac, & Gielo-Perczak, 1998), and makes use of anthropometric data to estimate the position of the CoM. This method is based on the definition of the CoM. An accurate anthropometric model and full kinematics description of specific positions of several segments are required. In particular, the accuracy of the CoM location is related to the validity of the mass inertia parameters (MIP) providing the CoM position and mass fraction of each segment of the model. In the present work, the anthropometric model was composed of 10 segments (2 feet/shin, 2 thighs, torso, head, 2 forearm/arm, 2 upper arms). The anthropometric data from (Winter, David
A., 2009) was used to estimate the CoM location in each segment. The tracking provided by the MS Kinect SDK was used to locate the position of each segment as shown in the highlighted cubes, which represent the tracked joints (Figure 6).

![Figure 6 Joints tracked by the MS Kinect SDK](image)

In this algorithm, the center of mass of the body is calculated as a weighted average of the center of mass of known particles. Each body part is represented by a particle located at its center of mass Figure 7. The locations of these points are estimated based on anthropometric data to determine the center of mass of each body part as shown in Table 1. This table describes the location of the CoM of body segments in percentage from proximal to distal, as well as the total body mass percentage of each limb. For example, the thigh’s (Upper Leg) CoM location, is 43.3% half way from the base at the hip (proximal) to the knee (distal).
Figure 7 Body segments CoM locations, whole body CoM and CoP locations

Table 1 Anthropometric data used to estimate CoM locations of different body segments

<table>
<thead>
<tr>
<th>Segment</th>
<th>Total Body Mass percentage</th>
<th>CoM percentage distance from proximal to distal joint</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head and Neck</td>
<td>0.081</td>
<td>1.000</td>
</tr>
<tr>
<td>Torso</td>
<td>0.497</td>
<td>0.500</td>
</tr>
<tr>
<td>Forearm and Hand</td>
<td>0.022</td>
<td>0.682</td>
</tr>
<tr>
<td>Upper Arm</td>
<td>0.028</td>
<td>0.436</td>
</tr>
<tr>
<td>Foot and Lower Leg</td>
<td>0.061</td>
<td>0.606</td>
</tr>
<tr>
<td>Upper Leg</td>
<td>0.100</td>
<td>0.433</td>
</tr>
</tbody>
</table>

Given knowledge of the size, location, and orientation of a certain body part, we can correctly estimate its center of mass. As stated, this method is not 100% accurate as its accuracy depends on the accuracy of the estimated CoM for each segment. As shown in the comparison made in (Lafond, Duarte, & Prince, 2004) this algorithm is sufficiently robust for our objectives and suffices the requirements
of using relatively inexpensive and well available equipment, in this case, the MS Kinect Sensor.

### 3.2 Creating the fall risk warnings

In an effort to investigate if the negative effects of VR could be mitigated, we experimented with different types of feedbacks on the user’s balance state. In our first approach, the warning consisted of sound and visual information. The visual information displayed the support area, the center of the support area and the location of the center of gravity within the support area as shown in (Figure 8). Auditory information was provided through stereo headsets. The auditory information consisted of a 3D procedurally generated beep using Unity’s Audio Filters (Unity - Scripting API: MonoBehaviour.OnAudioFilterRead(float[], int), 2017). The sound indicated the direction toward where the user should move in order to re-center its CoM. Initial tests showed these warnings were ineffective both sound and visual warnings needed to be modified. The auditory warning was hard for the user to process and locate. Despite generating the sound with a 3D sound source in the VR environment, it was impossible to distinguish if the sound was in front or behind due to the stereo output headphones.

![Figure 8 Feedback of the CoM´s projection in the support area](image-url)
The constant auditory cue was, in fact, confusing and uncomfortable. The visual feedback of the location was too complex and interfered with the user’s vision of the scene. After further research, we chose a subtle visual warning. This warning was designed taking into consideration partial results of the tests. We observed that in the majority of cases users lost their balance due to unexpectedly stepping on the edge of wooden plates set as part of the scenario. This was caused by a number of problems: incorrect location of the user’s point of view, the users misjudged the location of their feet due to incorrect camera location and lack of a more realistic shadow. The warning consists of a red dye applied on the whole environment every time one of the user’s feet was not above one of the wooden plates. This helped the users in identifying when they could safely take the step. The tinting of the environment is achieved varying the intensity of a red fog. The objective of this warning was to examine if this kind of subtle non-intrusive warning could improve user balance. In low vision scenarios and in subjects with vision impairments it has been shown that subjects are more cautious while taking steps (Tomomitsu, Alonso, Morimoto, Bobbio, & Greve, 2013). Thus, this warning would not only trigger a response at a conscious level but could also trigger a response at a subconscious level. Fog density was varied using the position of the CoP relative to the support area using the formula described in section 2.3.2 above

\[ v_i = 1 - \left(\frac{d_i}{D}\right) \]

Fog color was interpolated from gray, balance coefficient value of 1, to red balance coefficient value of 0. The effect can be seen in Figure 9 and Figure 10.
Figure 9 Warning tint effect on Office environment

Figure 10 Warning effect on Sea environment
3.3 VR Experiences

The VR experiences were developed using Unity3D, a popular game engine which provides the tools for fast prototyping of the VR environments. The VR environment was presented to the users through the Oculus Rift VR headset, a low-persistence, high-resolution (2160 x 1200) and low tracking delay headset. VR experiences tend to induce balance loss due to two main factors. Information obtained from the visual system relies on prior experience and most of the information the visual system processes and contributes to the balance system is based on immutable cues in the real world. However, in virtual reality, these cues are either inexistent or distorted. This can be caused by many factors in a virtual environment, such as incorrect lighting, misalignment of the floor in the Virtual environment with the floor in the real world or incorrect orientation of the camera. The visual system can also produce information contradictory to the proprioceptive system. This can be caused by delay in the body tracking system or incorrect positioning of the user's point of view. Current body tracking system like the Microsoft Kinect provide near real-time representation of the user's body position, yet the combination of the delay and tracking imprecision are sufficient to provoke this effect. Whenever visual information contradictory with the information obtained from the proprioceptive or vestibular systems is provided balance will be impaired (Vestibular Disorders Association, 2016).

The aforementioned flaws in VR environments were taken into consideration in the development phase and were minimized or solved whenever possible. We calibrated the tracking orientation of the Oculus Rift for every user, minimizing this problem. We also set the MS Kinect Sensor in a position where it was able to calculate the floor plane, and we corrected skeleton tracking so that the orientation of the virtual world was aligned with the real world. Users were represented in the VR environment with a simplistic stick figure avatar as shown in Figure 6. Avatar movement replication presented very little lag as the movements of the avatar were refreshed 30 times per second which is the provided refresh update of the used tracking sensor. By design, this avatar could provide conflicting proprioceptive information as opposed to a realistic avatar. Although an accurate representation of the location of the user's position and posture temporal and spatial wise, it is not an accurate visual representation of the user’s body. The selection of this nonrealistic
avatar was intentional because, in most VR scenarios that make use of user avatars, avatars are pre-defined and selected from a fixed set, often with humanoid appearance but not a realistic human body rendering.

Two VR environments were developed, these aimed at representing different levels of danger. The first simple representation of the testing scenario with four wooden plates on the floor. The other consisted of a set of wooden pillars in the same position as the wooden plates, high above rocks in the middle of an ocean. The wooden plates in the first scenario and the wooden pillars were placed within the virtual environment in positions matching wooden plates in the test area. Registration of these positions was estimated using the MS Kinect sensor as a reference and manually corrected before each round of tests. The next chapter explains the design of both scenarios and their purpose in our tests.
4 Testing Methodology

Two groups of twelve subjects with healthy vision and motor skills were asked to walk on a set of wooden plates laid on the floor in a specific order back and forth. The first group of subjects was recorded while doing this activity in three different scenarios. Without the use of a VR headset and with the use of Oculus Rift VR headset in two different VR environments. A VR environment was similar to the testing area, this environment contained 3D models of the wooden plates on which the users walked on. The other VR environment had the wooden plates represented by tall wooden pillars over a dangerous rocky sea. The order of presentation of the different scenarios was varied, with three different type of scenarios six different orders are possible. They were randomly assigned to users so that the variation of the presentation order was evenly distributed among the users. This method assigned two users per variation for each group. The second group of users was presented to the same experiment while being provided with fall risk warnings throughout the tests. Recordings of the user’s CoM and support area were made throughout the tests. The gathered data was denoised and compared in order to estimate the influence of the different scenarios on the subject’s balance. A side by side comparison of the three different scenarios can be seen in Figure 11.

Figure 11 Test scenarios, from left to right: testing area, office and sea virtual environments
4.1 Subjects

Twenty-four adult subjects between 20 and 36 years of age were recruited for this study. Inclusion criteria were normal vision and normal gait. This condition of normal vision and gait was informed by the users themselves; we did not conduct any medical examination to verify the state of their vision or gait. The tests were explained to the subjects and an informed consent document was read and approved.

4.2 Test

The test consisted of having the users traverse a set of wooden plates laid on the floor of the test area in a specific order while recording their CoM with the MS Kinect Sensor. The plates were laid in a configuration that made the users take two steps forward with their right foot and two steps backward with their left, Figure 12 shows the layout of the wooden plates and the order on which users took the steps.

![Figure 12 Wooden plates layout and step order](image-url)
This test was conducted with three different degrees of interaction. The first type of interaction was without the use of a VR headset. This was intended to establish a baseline of each user’s state of equilibrium while traversing the set course without the interference of the VR system.

The second and third tests made use of the Oculus VR headsets for the representation of virtual environments. In these tests, the user could see himself/herself as an avatar, a stick figure, inside the virtual environment. The user’s avatar could then traverse the virtual environment while the user traversed the test area. The avatar’s movements were mapped to the user’s movement making use of the MS Kinect SDK and the MS Kinect Sensor.

The second test’s virtual environment was a minimalistic representation of the current test scene. It consisted of a gray floor and the wooden plates placed in the virtual environment in the same position as the real test area. This test intended to measure the user’s balance state with minimal intervention of the virtual environment (see Figure 13).

![Figure 13 Office Environment](image)

The third test’s virtual environment differed from the second only in its visual appearance. This third test was designed to maximize balance impairment through vertigo. In it, the path was represented by tall virtual trunks placed on top of rocks in an ocean, (see Figure 14). This created an illusion of walking at high altitude in a dangerous situation. This test aimed at maximizing the impact of the virtual environment.
environment on the user’s balance. These scenarios will be referred to as Real (r), Office (o) and Sea (s).

The order of presentation of the tests was randomly and uniformly distributed among users as shown in Table 2. This was done to minimize the influence of user adaptation in the results. To further explore the influence of VR a variation of the 2nd and 3rd tests was presented to half of the users. The variation showed the user a subtle visual warning. The visual warning consisted of a red tinting of the environment. The tinting varied depending on the balance state of the user. The balance state was calculated using the position of the CoP relative to the user’s support area as previously described in section 3.2.
### Table 2 Test presentation order

<table>
<thead>
<tr>
<th>No warning group</th>
<th>Warning group</th>
<th>Presentation order</th>
</tr>
</thead>
<tbody>
<tr>
<td>UN1</td>
<td>UW1</td>
<td>r, o, s</td>
</tr>
<tr>
<td>UN2</td>
<td>UW2</td>
<td>r, o, s</td>
</tr>
<tr>
<td>UN3</td>
<td>UW3</td>
<td>r, s, o</td>
</tr>
<tr>
<td>UN4</td>
<td>UW4</td>
<td>r, s, o</td>
</tr>
<tr>
<td>UN5</td>
<td>UW5</td>
<td>o, r, s</td>
</tr>
<tr>
<td>UN6</td>
<td>UW6</td>
<td>o, r, s</td>
</tr>
<tr>
<td>UN7</td>
<td>UW7</td>
<td>o, s, r</td>
</tr>
<tr>
<td>UN8</td>
<td>UW8</td>
<td>o, s, r</td>
</tr>
<tr>
<td>UN9</td>
<td>UW9</td>
<td>s, r, o</td>
</tr>
<tr>
<td>UN10</td>
<td>UW10</td>
<td>s, r, o</td>
</tr>
<tr>
<td>UN11</td>
<td>UW11</td>
<td>s, o, r</td>
</tr>
<tr>
<td>UN12</td>
<td>UW12</td>
<td>s, o, r</td>
</tr>
</tbody>
</table>

### 4.3 Gathered Data

The type of environment and the trajectory of the CoM during tests were recorded as a time series. For each skeleton frame captured with the Kinect Sensor, CoM is calculated and recorded with its corresponding time stamp. Skeleton frames are calculated an average of 30 times per second.

### 4.4 Data Processing

In this section, we describe a method for denoising the CoM paths as well as methods applied to extract information from the data.

#### 4.4.1. Denoising

The Ramer–Douglas–Peucker algorithm is an approximation algorithm used to simplify polygons and curves which produce a smaller number of vertices that
lie on the given curve. This is done by recursively identifying key points and dismissing non-relevant points (Hershberger & Snoeyink, 1994).

The algorithm expects points of a polygon or curve to be ordered in sequence. The algorithm first approximates the whole curve with a straight line from the first point to the last. Then a key point is defined as the point farthest from the line if the distance is greater than ε. This key point will split the set of ordered points in two sets, delimited by the first point, the key point and the last point. It improves the current approximation by recursively calling the algorithm on the two new created sets. Finally, all points not marked as key points are discarded.

With this method, we have a denoised 3D representation of the trajectory of the CoM during the displacement within the virtual environments. Figure 15 shows overlapping of a denoised segment of a CoM path and the original CoM path. From this data, we can obtain useful information such as speed, path length, and duration of execution. We can also compare the shapes of the trajectories in the different scenarios without introducing errors in the results.

Figure 15 Original CoM path in red denoised CoM in blue
4.4.2. Information extraction and shape comparison

To evaluate the influence of the different VR environments and warnings on the user’s balance. For each user, the denoised CoM path recorded in the experiment without the use of the VR headset was chosen as the reference path (RP), this type of path will be colored red when shown in images. With the reference path selected, it was necessary to measure the differences between the reference path and the paths recorded during VR interaction. These different paths will be referred to as office path (OP) and sea path (SP), they will be colored in yellow and blue respectively. To differentiate the paths obtained with fall risk warning and without fall risk warning, the letter W was added to the nomenclature: RPW, OPW and SPW. The names of the paths attempt to describe the environments in one word. Figure 16 shows the three types of recorded paths side by side.

Figure 16 Recorded paths of user UN12: RP(red), OP(yellow) and SP(blue)
As discussed in 2.3.2 (Chiarovano, et al., 2015) suggest that the maximum and the mean velocity of CoP displacements along the anteroposterior (A/P) and medial-lateral (M/L) axes, as well as the total CoP path length, can be used as an indicative of the user’s balance state. We will analyze the effect of the VR environments on the user’s speed without separating the velocity along the body’s axes. We wanted to also compare the spatial properties of the path, an appropriate method presented in the literature for shape comparison is the Turning Function Distance (Veltkamp, 2001). The cumulative angle function, or turning function, $\theta_A(s)$ of a polygon or polyline $A$ gives the angle between the counterclockwise tangent and the $x$-axis as a function of the arc length $s$. $\theta_A(s)$ keeps track of the turning that takes place, increasing with left hand turns, and decreasing with right hand turns Figure 17.

![Figure 17 Curve and turning function](image)

A dissimilarity measure for two polygons $A$ and $B$ using the turning function: $d(A, B) = \int |\theta_A(s) - \theta_B(s)|ds$, is used in (Arkin, Chew, Huttenlocher, Kedem, & Mitchell, 1991). This calculates the area between the turning functions and the dotted lines shown in Figure 18. To apply this distance measurement both polygons should have the same perimeter. We apply this distance measurement and compare the dissimilarity between the paths captured without the use of VR, we will refer to it as RP, and each of the paths of the different scenarios tested. To effectively compare captured paths, we first discard the initial and final portions of the path with a clipping plane located at 10 cm from the starting line to ensure both start and end at the same position along the main axis of displacement. Then we scale them to a 1 meter length path to comply with the aforementioned requirement. Figure 19 shows recorded paths and their respective turning functions.
Figure 18 Evaluation of dissimilarity with turning functions

Figure 19 RP, OP and SP and their respective turning functions
5 Results

This chapter presents the results of our experiments. Section 5.1 presents a statistical analysis of the obtained results. Finally, in 5.2, a brief discussion of the results and their possible meaning is presented.

5.1 Statistical Analysis

A statistical analysis was performed to determine if there was a statistical difference between the data gathered for each of the conditions studied. We determined shape difference between SP and RP (SP-RP) and OP and RP (OP-RP). An independent-samples t-Test suggests that there is no significant difference between the calculated path difference values for each scene with a p-value of 0.18276. We also determined shape difference between SPW and RP (SPW-RP) and OPW and RP (OPW-RP). Results showed no significant statistical difference with a p-value of 0.17529.
Table 3 Path difference of first group of users

<table>
<thead>
<tr>
<th>User</th>
<th>(OP-RP)</th>
<th>(SP-RP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UN1</td>
<td>14.4997</td>
<td>17.4370</td>
</tr>
<tr>
<td>UN2</td>
<td>18.9555</td>
<td>16.6281</td>
</tr>
<tr>
<td>UN3</td>
<td>13.3144</td>
<td>20.7681</td>
</tr>
<tr>
<td>UN4</td>
<td>27.2814</td>
<td>24.6161</td>
</tr>
<tr>
<td>UN5</td>
<td>26.2827</td>
<td>27.1883</td>
</tr>
<tr>
<td>UN6</td>
<td>21.1227</td>
<td>22.2215</td>
</tr>
<tr>
<td>UN7</td>
<td>25.4108</td>
<td>14.3157</td>
</tr>
<tr>
<td>UN8</td>
<td>17.1030</td>
<td>24.1303</td>
</tr>
<tr>
<td>UN9</td>
<td>15.9143</td>
<td>24.4198</td>
</tr>
<tr>
<td>UN10</td>
<td>35.5794</td>
<td>36.5770</td>
</tr>
<tr>
<td>UN11</td>
<td>13.6029</td>
<td>15.5036</td>
</tr>
<tr>
<td>UN12</td>
<td>22.3443</td>
<td>17.5499</td>
</tr>
</tbody>
</table>
Table 4 Path difference of second group of users

<table>
<thead>
<tr>
<th>User</th>
<th>(OPW-RP)</th>
<th>(SPW-RP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UW1</td>
<td>22.7403</td>
<td>20.5192</td>
</tr>
<tr>
<td>UW2</td>
<td>12.6771</td>
<td>12.6838</td>
</tr>
<tr>
<td>UW3</td>
<td>15.1536</td>
<td>14.1836</td>
</tr>
<tr>
<td>UW4</td>
<td>20.2989</td>
<td>15.9691</td>
</tr>
<tr>
<td>UW5</td>
<td>31.2713</td>
<td>18.9623</td>
</tr>
<tr>
<td>UW6</td>
<td>24.2317</td>
<td>21.3728</td>
</tr>
<tr>
<td>UW7</td>
<td>15.2918</td>
<td>12.2517</td>
</tr>
<tr>
<td>UW8</td>
<td>16.0268</td>
<td>22.6327</td>
</tr>
<tr>
<td>UW9</td>
<td>22.0693</td>
<td>21.5625</td>
</tr>
<tr>
<td>UW10</td>
<td>20.4787</td>
<td>21.2193</td>
</tr>
<tr>
<td>UW11</td>
<td>29.2230</td>
<td>21.0450</td>
</tr>
<tr>
<td>UW12</td>
<td>15.6813</td>
<td>23.8929</td>
</tr>
</tbody>
</table>

We then analyzed the average speed of the users in the different environments. A two-Way ANOVA test using average speed as the dependent variable and the scenario as the independent variable suggests that there is significant difference between the two scenarios, the office and sea environments with a p-value of 0.00032 and a 20% decrease in average speed, Figure 20 shows the results of the results of the two-Way ANOVA test. It also suggests that there is a significant difference between experiments with a p-value of 0.01986 and a 16% reduction of speed. We conducted a t-Test of the average speed of SP, versus average speed of SPW as shown in Figure 21. The t-Test suggests as expected that there is a significant difference between the user’s average speed of the two scenarios. Furthermore, the mean of the user’s average speed with the warning is 12% lower and has 71% less variance.
Table 5 Average speed without visual warning

<table>
<thead>
<tr>
<th>User</th>
<th>R</th>
<th>O</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>UN1</td>
<td>3.6360</td>
<td>4.6515</td>
<td>3.9997</td>
</tr>
<tr>
<td>UN2</td>
<td>4.9169</td>
<td>3.6080</td>
<td>3.2809</td>
</tr>
<tr>
<td>UN3</td>
<td>5.0442</td>
<td>5.3065</td>
<td>3.4205</td>
</tr>
<tr>
<td>UN4</td>
<td>3.4985</td>
<td>3.5571</td>
<td>2.9122</td>
</tr>
<tr>
<td>UN5</td>
<td>6.4049</td>
<td>4.1111</td>
<td>3.7802</td>
</tr>
<tr>
<td>UN6</td>
<td>3.7743</td>
<td>3.5318</td>
<td>3.1344</td>
</tr>
<tr>
<td>UN7</td>
<td>4.2777</td>
<td>6.7714</td>
<td>2.5195</td>
</tr>
<tr>
<td>UN8</td>
<td>3.0681</td>
<td>5.1551</td>
<td>5.3104</td>
</tr>
<tr>
<td>UN9</td>
<td>3.7430</td>
<td>3.8523</td>
<td>3.2784</td>
</tr>
<tr>
<td>UN10</td>
<td>3.4784</td>
<td>5.5208</td>
<td>2.2703</td>
</tr>
<tr>
<td>UN11</td>
<td>3.7883</td>
<td>3.4976</td>
<td>3.0521</td>
</tr>
<tr>
<td>UN12</td>
<td>6.4048</td>
<td>3.5870</td>
<td>3.6023</td>
</tr>
</tbody>
</table>
Table 6 Average speed with visual warning

<table>
<thead>
<tr>
<th>User</th>
<th>R</th>
<th>O</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>UW1</td>
<td>3.98657</td>
<td>3.16139</td>
<td>2.79699</td>
</tr>
<tr>
<td>UW2</td>
<td>3.57071</td>
<td>3.32078</td>
<td>2.94186</td>
</tr>
<tr>
<td>UW3</td>
<td>5.59442</td>
<td>4.65084</td>
<td>3.56542</td>
</tr>
<tr>
<td>UW4</td>
<td>3.66915</td>
<td>2.90037</td>
<td>3.11410</td>
</tr>
<tr>
<td>UW5</td>
<td>7.39127</td>
<td>4.96375</td>
<td>3.31032</td>
</tr>
<tr>
<td>UW6</td>
<td>3.93767</td>
<td>2.83606</td>
<td>2.10355</td>
</tr>
<tr>
<td>UW7</td>
<td>3.80284</td>
<td>2.67292</td>
<td>2.89134</td>
</tr>
<tr>
<td>UW8</td>
<td>4.03837</td>
<td>4.53210</td>
<td>2.99160</td>
</tr>
<tr>
<td>UW9</td>
<td>4.13618</td>
<td>4.43825</td>
<td>3.18503</td>
</tr>
<tr>
<td>UW10</td>
<td>4.25025</td>
<td>3.16778</td>
<td>2.69394</td>
</tr>
<tr>
<td>UW11</td>
<td>4.00060</td>
<td>4.56839</td>
<td>3.46641</td>
</tr>
<tr>
<td>UW12</td>
<td>4.77203</td>
<td>3.50432</td>
<td>2.43597</td>
</tr>
</tbody>
</table>

ANOVA

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>P-value</th>
<th>F crit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample</td>
<td>3.795</td>
<td>1</td>
<td>3.795</td>
<td>5.842</td>
<td>0.01986</td>
<td>4.062</td>
</tr>
<tr>
<td>Columns</td>
<td>9.910</td>
<td>1</td>
<td>9.910</td>
<td>15.253</td>
<td>0.00032</td>
<td>4.062</td>
</tr>
<tr>
<td>Interaction</td>
<td>0.236</td>
<td>1</td>
<td>0.236</td>
<td>0.364</td>
<td>0.54941</td>
<td>4.062</td>
</tr>
<tr>
<td>Within</td>
<td>28.587</td>
<td>44</td>
<td>0.650</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>42.52883273</td>
<td>47</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 20 Two-Way ANOVA on mean speed of OP and SP vs OPW and SPW
5.2 Discussion

In this chapter, we present our interpretation of the obtained results as well as our consideration of the results of the statistical analysis.

Our first opinion is that neither positive or negative results of the statistical analysis should be interpreted as conclusive due to the small size of the test samples. Further experimentation is needed to reach conclusive results.

The statistical analysis of path difference suggested there is no significant difference between OP and SP in relation to RP. Neither do OPW and SPW in relation to RPW. This result, we believe, can be seen in Figure 22, as there is no evident visual difference between the plotted paths.

<table>
<thead>
<tr>
<th></th>
<th>Sea</th>
<th>Sea+W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>3.380063049</td>
<td>2.95804423</td>
</tr>
<tr>
<td>Variance</td>
<td>0.609133133</td>
<td>0.175596435</td>
</tr>
<tr>
<td>Observations</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Pearson Correlation</td>
<td>0.347645475</td>
<td></td>
</tr>
<tr>
<td>Hypothesized Mean Difference</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>df</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>t Stat</td>
<td>1.958232141</td>
<td></td>
</tr>
<tr>
<td>P(T&lt;=t) one-tail</td>
<td>0.038021656</td>
<td></td>
</tr>
<tr>
<td>t Critical one-tail</td>
<td>1.795884819</td>
<td></td>
</tr>
<tr>
<td>P(T&lt;=t) two-tail</td>
<td>0.076043311</td>
<td></td>
</tr>
<tr>
<td>t Critical two-tail</td>
<td>2.20098516</td>
<td></td>
</tr>
</tbody>
</table>

Figure 21 t-Test of average speed of SP vs SPW
We attribute this to the fact that the order of presentation of the tests influences greatly on the paths of the users. It is counter intuitive that users would do worse in the office environment than in the sea environment, as the path renderings may indicate. We can’t identify the reason for this behavior, we think this is the result of various reasons: we hypothesize that users feel more comfortable in the office environment, completely trusting visual information which leads them to make more mistakes and taking bad steps on the wooden plates. On the other hand, the sea environment triggers a more cautious approach during gait. This is somehow corroborated by the significant differences in the user speed in these scenarios.

We present a comparison of the paths of users who were exposed to the office environment before the sea environment (Figure 23, Figure 24, Figure 25) and users who were exposed to the office environment after the sea environment (Figure 26, Figure 27, Figure 28). As previously explained OP and OPW are represented in yellow, SP and SPW are represented in blue and the paths captured without the use of the VR headset, the reference paths are represented in red. We believe OP and OPW visually differ more from RP than SP from SPW. Furthermore, we could argue that when the first scenario presented to the user was the office environment, the deviation from the reference path was even greater as seen in Figure 24 and Figure 25. This observation is opposed to the users who’s first presented environment was the sea, where CoP path in the sea environments did not deviate
as much from the RP. We assume this due to the fear induced by the risk of falling present in the sea environment.

Figure 23 No warning vs warning r,o,s

Figure 24 No warning vs warning o,r,s

Figure 25 No warning vs warning o,s,r
Figure 26 No warning vs warning r,s,o

Figure 27 No warning vs warning s,r,o

Figure 28 No warning vs warning s,o,r
It appears evident that there are differences between the two VR paths, yet we need to work on the shape comparison algorithm. We will be aiming at improving this methodology and experimenting with other methods of balance quantification.

However, statistical analysis on user speed during VR interaction suggests there is significant difference between scenarios and between groups with lower average speed in the warning group and the sea environment. The office environment should make the user feel as if it were not using a VR headset, as opposed to the sea environment. The visual warning effect on speed is also in agreement with the literature, as discussed in (Tomomitsu, Alonso, Morimoto, Bobbio, & Greve, 2013) reduced visibility affects speed, “The low-vision group showed greater step width (p≤0.001) and slower gait speed (p≤0.004)” a greater step width increases the support area which reinforces balance stability. Although we were unable to demonstrate statistical significant impact in our shape difference measurements, we could argue that virtual environments that induce a sense of danger tend to augment user awareness and induce a cautious behavior which in turn could reduce fall risk. Red is a color we inherently perceive as one that is associated with danger and mistakes (Elliot, Maier, Binser, Friedman, & Pekrun, 2008). This leads us to believe that the red tinting warning could be a viable alternative that needs to be further researched and improved.
6 Conclusions

In this work, we have elaborated and tested a methodology for the fall risk analysis of users during their interaction with VR environments. For this methodology, we implemented three main algorithms which create a pipeline for analyzing and comparing user balance. We implemented a whole-body CoM and CoP estimation algorithm which is based on anthropomorphic data and makes use of a relatively low-cost and commercially available tracking sensor (MS Kinect Sensor).

Two different VR environments were designed and implemented, one with a high perception of danger and another representing the area where the tests were conducted. A measure or balance state was calculated based on the position of the user’s CoP relative to the support area, this was used to implement a visual fall risk warning. An experiment was conducted with two groups of twelve users each.

We implemented the Ramer–Douglas–Peucker approximation algorithm and used it to denoise CoP path recordings. Finally, we implemented a shape comparison algorithm based on the cumulative turning function for comparing the different CoP paths recorded.

We recorded the users while walking on a set of wooden plates laid on the floor of the test area in a specific order back and forth without the use of a VR headset (Oculus Rift VR) while in the VR environments.

The abovementioned methodology is one of the contributions of this dissertation. Another contribution is the issues raised by the conducted experiments.

The current amount of results obtained do not allow us to reach a conclusive stance on the effectiveness of shape comparison algorithms on CoP paths to measure user fall risk. However, they do suggest that the balance state value calculated by the formula proposed by (Chiarovano, et al., 2015) can be successfully used as a fall risk measure, evidenced by its impact on user speed. It also resulted in lower path shape difference in the sea environment compared to the office environment. Yet we were not able to prove statistical significance of this
effect with the current amount of experimentation, but the experiment may shed light on some issues regarding the user’s fall risk during VR interaction.

We also observed that user behavior varied depending on the presentation order of the different scenarios. This was expressed in some cases in the user path, users who were presented first to the sea environment usually proceeded more carefully but did not carry this behavior over to the office environment. In opposition users who were first presented to the office environment proceeded to walk naturally with paying no attention to the possible difference in perception between the virtual environment and the real scenario, often leading to miss steps and temporary loss of balance. We noticed that once the user had a miss step or an imbalance period, in general, they proceeded more cautiously and continued with this behavior through the remaining tests. For this reason, we hypothesize that the presentation of the tests has a major impact on user behavior, and this is an important issue to be considered in future works.

6.1 Future Work

We suggest future studies in the area to test on larger groups of users and a simplified version of the experiment: using only one presentation order, or finding another setup to consider the importance of the presentation order in the user’s behavior.

We also suggest recording additional measurement other than speed and path shape such as balance state value and the height of the center of mass. The height of the center of mass influences are stability (Whiting & Rugg, 2006), but we did not record the height of the center of mass.

As future work, we plan to further investigate the influence of specific components of VR environments on balance such as the lightning settings within the VR environments, specifically shadow rendering could have a big role in the user’s perception of the distance between his foot and the floor. The usage of a realistic avatar could also reduce possible conflicts created between the visual information of the position of the user’s limbs and its proprioception.

We also plan on conducting more experiments in the same environments with more users and different tasks to study the fall risk inherent to different actions. We
also intend to run the tests using other VR headsets like the HTC Vive or the Samsung Gear VR as well as other body tracking devices.

The process to measure balance thru shape comparison requires many transformations of the acquired data. It is possible that due to these transformations the results were not significantly different. Therefore, we will also implement other noise filtering algorithms, shape comparison and time series comparison algorithm as an attempt to obtain better results.

We also intend to re-run the current tests and record balance state value used for the visual warning and see if there is a statistical difference between groups and environments. Different information could be used to such as height of the CoM during the interaction. A new study could be done on the recuperation of balance, future work could study this by measuring the time it takes for users to regain balance. We hypothesize that the presence of loops in the CoM paths could indicate a recovery of balance. Properties of these loops like length and speed should be studied in future works, these properties could become a good measurement of the effectiveness of fall risk warnings.
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